Introduction

Phase III clinical trials are considered the gold standard to demonstrate the effects of an experimental therapy compared to standard therapy for a disease of interest. For instance, new drugs must typically be shown to have a sufficient level of efficacy and safety in two independent phase III trials before they are approved for marketing by the health authorities. Likewise, new treatments are adopted in clinical practice if they have been tested in at least one well-designed and well-conducted phase III clinical trial. Our purpose in this paper is to discuss the basic considerations to be taken into account when designing a phase III trial. A clinical trial can be defined as a prospective study that uses a specific experimental design (section Experimental design) to investigate the effects of an experimental treatment as compared with a well-known control treatment (section Treatments) in a well-defined population of patients (section Patients) with respect to
one or several endpoints of interest (section Endpoints). For lack of space, the present paper can provide only an overview of these issues; the interested reader will find a more comprehensive coverage of these issues, e.g., in the excellent book by Piantadosi (1). Historical trials will be used to illustrate the issues as clearly as possible.

**Experimental design**

**What is the hypothesis of interest?**

The purpose of a randomised trial is to test a statistical hypothesis. Most commonly, the hope is to show that the experimental group is better than the control group in terms of a so-called primary endpoint (such as time to disease progression), even though other endpoints may be of major interest as well (such as tolerance to treatment). The statistical approach to showing superiority of the experimental treatment is to test a null hypothesis of no difference, in the hope that the data collected in the trial will convincingly demonstrate this null hypothesis to be incompatible with the data, in which case the null hypothesis can be rejected. For instance, it would be unlikely for time to progression to be much longer in the experimental group than in the control group if there was no real difference between the treatments. The P value of the statistical test carried out at the end of the trial quantifies the probability of a difference as large as that observed if the null hypothesis were true. If the P value is less than some pre-specified probability (referred to as the “significance level”, denoted “α”), then the result is said to be statistically significant. Thus, a P value of less than 5% indicates that it is rather unlikely (less than a chance in 20) that the observed treatment difference is merely due to chance rather than to a true treatment effect, hence such a result is conventionally considered to be statistically significant.

When the control group of a randomised trial is an active therapy considered to be the standard of care, the aim of the trial may be to show that the efficacy of the experimental treatment is at least as good to that of the standard treatment, while being less toxic, better tolerated, more convenient to administer, or less expensive than the standard treatment. In this case, the null hypothesis is that the patients on the experimental treatment do worse than the control group, and again one hopes to be able to reject this null hypothesis. A typical example was the demonstration that the oral fluoropyrimidine capecitabine (Xeloda®) was non-inferior to the standard of care, which consisted of intravenous injections of 5-fluorouracil. The trial showed that the main efficacy endpoints (response rate, time to disease progression and survival) did not differ between the oral and the intravenous drug, but the former had much less toxicity than the latter, making it more clinically attractive (2).

The ATAC trial is an even more interesting example (Figure 1). The trial was designed to show non-inferiority of the aromatase inhibitor anastrozole compared to tamoxifen alone in terms of disease-free survival, and superiority of the combination of anastrozole and tamoxifen over tamoxifen alone. As it turns out, the trial showed that anastrozole was significantly superior to tamoxifen alone, while the combination was no better than tamoxifen alone! These were rather unexpected results compared to the pre-specified hypotheses, but because of the large number of patients included in the trial (over 9,000), these results were established with great statistical confidence (3).

**How are patients randomised?**

In phase III clinical trials, patients are allocated by a chance mechanism (randomisation) to receive one of the therapies being compared. The fundamental feature of randomisation is to provide comparability of the treatment groups with respect to all known and unknown factors, thus permitting an unbiased comparison between the treatment groups. Many benefits follow directly from randomisation: in a well-conducted trial, any difference observed between the randomised treatment arms is causally due to a treatment effect, or to the play of chance; simple statistical tests provide valid treatment comparisons that are more convincing than adjusted comparisons based on elaborate models; and changes over time in the patient population under study, in diagnostic procedures, or even in evaluation of therapeutic response will affect all randomised groups equally, and will therefore not invalidate the treatment comparisons.

The way in which the various treatments are allocated to the successive patients who enter a phase III trial must be carefully defined. Simple randomisation consists of choosing the treatment at random regardless of patient characteristics. The advantage of simple randomisation, beside simplicity, is that it completely eliminates selection bias since the next treatment assignment is never predictable. The disadvantage of simple randomisation is that it does not protect against an accidental bias that may
occur as a result of chance imbalances between the different treatment arms (4).

Stratified randomisation consists of allocating treatments after taking into account important patient characteristics, called stratification factors (e.g., age, sex, disease stage, specific gene mutations, prior therapies, etc.). The purpose of stratified randomisation is to reduce the likelihood of chance imbalances in the treatment assignments among strata. When stratified randomisation is used for prognostic factors (i.e., baseline characteristics that have a major impact on the patient’s prognosis), the potential for accidental bias resulting from imbalances between treatment groups is reduced, the results of the trial may be more convincing because treatment groups look alike in terms of the important prognostic factors, and the precision of the estimates of treatment effect is increased (though the gain is usually quite small). If stratification is adopted, it is advisable to stratify only for factors of known prognostic value. If, for instance, gender were of no prognostic impact on the patient outcome, it would be pointless to stratify for gender. It is also advisable to stratify only for factors that are known with certainty at the time of randomisation. If, for instance, histology were only confirmed several weeks after randomisation, it would be hazardous to stratify for histology. In multicenter trials, center is often treated as a stratification factor, regardless of whether patient prognosis is expected to vary across centers, in order to limit treatment imbalances within each participating center.

Minimization is a dynamic process that takes into account the distribution of prognostic factors of patients already randomized when allocating a treatment to a new patient, in order to minimize the risk of an imbalance between the treatment groups with respect to all these prognostic factors. The major advantage of using minimization is that good treatment balance can be achieved for a large number of stratification factors simultaneously: as an extreme example, in a multicenter trial comparing several anti-emetic therapies, six factors associated with a higher emetic risk, as well as center, were taken into account using minimization, and the distributions of these factors were almost identical among all treatment groups (5).

**Treatments**

**What is the control group?**

When designing a randomised phase III clinical trial, it is crucial to identify the appropriate control group to which the experimental treatment group(s) will be compared. An untreated control group is indicated when no standard treatment exists for the disease under consideration, as is sometimes the case in the adjuvant setting after curative resection of a solid tumor. Many early trials of adjuvant therapy compared an experimental treatment to...
no further treatment after surgery, but today, the control group typically consists of some standard treatment with established efficacy, called an active control group. Ideally, the control group should receive the standard therapy that would be given outside of a clinical trial setting, but such a standard does not always exist as practices may differ across countries or even across hospitals within the same country. It is sometimes advantageous to let each hospital decide on the control group they feel most comfortable with, because this reflects actual clinical practice, rather than artificial trial conditions. This strategy was chosen (and succeeded) in the EMBRACE trial that compared eribulin monotherapy with currently available treatments in heavily pretreated women with advanced breast cancer (6).

The most reliable form of control treatment consists of a placebo, which is seldom feasible in trials of cytotoxic agents, but should be considered with biological agents such as cytokines, monoclonal antibodies, hormonal agents, etc. that are not expected to induce serious side-effects. In such cases, the treatments may be given in double-blind fashion, whereby neither the physician nor the patient is aware of the treatment (otherwise, the treatment is said to be open-label). The main advantage of double-blind trials is that the assessment of endpoints is completely unbiased by knowledge of the treatment received. The ATAC trial, for instance, was a double-blind trial of tamoxifen alone, anastrozole alone, or the combination of both drugs. Thus, in this trial, every patient was randomised to one of three treatment groups: tamoxifen plus anastrozole placebo, tamoxifen placebo plus anastrozole, or tamoxifen plus anastrozole (3).

What are the experimental groups?

From a statistical standpoint, a simple design comparing two groups (an experimental and a control group) is generally preferable to a design comparing multiple groups because the hypothesis of interest is simple, the interpretation of the trial results is straightforward, and the problem of multiple comparisons is avoided.

A notable exception to the simple design comparing two treatments is the dose-ranging design, in which patients are randomised between several doses of the same drug or combination of drugs. In this case, the aim of the trial is usually to test that the therapeutic response increases with dose. Statistically, this can be done through a test for the slope of the dose-response relationship, a powerful test that does not depend on the number of dose levels tested. When the goal of the trial is to find the most effective dose, each dose is compared to control, and the problem of multiple comparisons must be addressed.

Another case where more than two treatment groups are desirable is factorial designs, in which patients are in fact randomised more than once (although the different randomisations can occur concurrently). Such designs are useful when two or more questions are simultaneously of interest for the same patient population. For instance, a trial in patients with advanced breast cancer simultaneously tested a dose-dense (q 2 weekly) chemotherapy schedule versus a conventional (q 3 weekly) chemotherapy schedule, and sequential versus combination administration of the same agents. Thus each patient in this trial was randomised twice: first, between a dose dense and a conventional schedule, and second, between the sequential or the combination administration (7). The trial showed dose dense chemotherapy schedules to be better than conventional schedules, but the sequential administration did not differ from the combined administration. Under the assumption of no interaction between the two questions, a factorial design allows the investigators to study these two questions with the same number of patients as they would have needed to study either question alone. In other words, studying each question separately would have required twice as many patients as studying them both in a single factorial design. That factorial designs should result in such huge savings in terms of patient numbers is somewhat counter-intuitive, but is merely due to the fact that every patient contributes to both questions independently. Sometimes, however, factorial designs fail because of an interaction between the two questions being investigated. For instance, a trial in patients with resectable colorectal cancer tested simultaneously 5FU + leucovorin vs. 5FU + levamisole, and the duration of either regimen (6 vs. 12 months). Unfortunately, the optimal duration depended strongly on which of the two regimens (5FU + leucovorin or 5FU + levamisole) was administered, so that no general conclusion on the duration of chemotherapy could be drawn from this trial (8).

Yet another case where more than two treatment groups may be desirable is when a new drug is being tested to either replace, or be added to, some existing standard drug. The ATAC trial provides a clear example: factorial design could not be considered for this trial because no patient could be left untreated, hence all patients received either tamoxifen or anastrozole, or both (3).
Patients

What is the target population?

The choice of the appropriate target population is often a matter of heated debate when designing a trial. Indeed, two conflicting arguments come into play: on the one hand, it makes sense to restrict the trial only to patients who may benefit from the intervention, while on the other hand, it seems sensible to open the trial to as many patients as possible, for in the absence of evidence to the contrary, all patients may a priori be assumed to benefit from the experimental treatment, albeit to varying degrees. We examine these two arguments in turn.

A “targeted” approach is warranted if it is known (or thought to be highly likely) that only a subset of patients will benefit. For example, in patients with breast cancer, it is well established that patients benefit from hormonal therapy if and only if their tumors express estrogen receptors (ER+) or progesterone receptors (PR+). It is worth remembering, however, that in early days it was believed that patients not expressing ER nor PR could also benefit from tamoxifen through some cytotoxic (rather than hormonal) effect. The lack of benefit in hormone receptor negative patients has in fact been established reliably through inclusion of such patients in randomised trials.

As tumor biology evolves and drugs are developed for specific molecular targets, there will be more and more situations in which the efficacy (and/or tolerability) of new treatments will be expected to be limited to specific, molecularly defined, patient subsets. Perhaps the most celebrated example of such a situation is that of imatinib (Gleevec®), a selective inhibitor of the Bcr-Abl tyrosine kinase used in chronic-phase myeloid leukaemia patients who are Philadelphia-chromosome positive (9). In these patients, imatinib produced a rate of major cytogenetic response of 87%, versus only 35% in patients treated with a standard regimen of interferon-alpha plus cytarabine. At such outstanding levels of efficacy, large clinical trials are no longer needed to show small, incremental benefits. In the most extreme cases, it has been argued that randomized trials are not needed at all, for instance in situations where no durable response has ever been observed with standard therapy and a new drug produces a number of such responses. Even in these cases, though, the best strategy may be to start a randomized trial, and stop this trial as soon as convincing and statistically reliable evidence has emerged that the new treatment is vastly superior to standard therapy. In reality, there are not many situations in which molecular biology is so clear, and the impact of new drugs on clinically relevant endpoints so pronounced, that no randomized evidence is needed, whether overall or in specific patient subsets. Knowledge about the mechanism of action of new drugs may have been studied in exquisite detail in pre-clinical experiments, and yet remain substantially uncertain in the clinic.

Examples of unexpected findings abound in clinical research. For instance, all the randomized trials of trastuzumab (Herceptin®) as an adjuvant treatment for early breast cancer were restricted to patients with an amplification of the her2-neu gene. A few patients without her2-neu gene amplification were mistakenly included in these trials (these patients were in fact ineligible for the trials). When the effect of trastuzumab was estimated among these ineligible patients, it appeared, contrary to expectation, to be as large as among the patients with gene amplification. The lack of gene amplification in these patients was carefully confirmed independently by a number of central laboratories, so the unexpected result is not due to laboratory errors (10). Whether it is due to tumor heterogeneity or some other biological mechanism is currently uncertain, but this finding prompted a large collaborative group in the US to carry out a confirmation trial to test the hypothesis that trastuzumab may have an effect among patients without her2-neu gene amplification.

In contrast to the targeted approach, a “broad” approach is warranted in the absence of definite knowledge about the factors predicting the therapeutic outcome. For cytotoxic drugs, for example, there is often no reason to believe that the drug will work in some subsets of patients but not in others, and the decision to treat must therefore be based on the benefit/risk ratio for individual patients. In such cases, broad eligibility criteria may be preferred, in order not to exclude patients who might benefit from the experimental treatment. A case in point is the arbitrary age limits that often exclude elderly patients from clinical trials, even if they are otherwise fit to receive either of the treatments under comparison. A better strategy is to let the participating physicians decide on what patients they enter in the trial, based on their clinical judgment. Statistically speaking, when there is doubt about which patients should be included, the choice between restricted vs. broad eligibility criteria can be based on considerations of sample size and trial duration.

Let us take the example of adjuvant therapy for colorectal cancer. Assume a trial is being considered to compare the best available therapy to some experimental therapy. The trial will be open to all patients with stage III disease (tumors with lymph node involvement), but the question is whether it should also be open to patients with stage II tumors.
(without lymph node involvement), under the assumption that the relative treatment benefit may be the same among patients with stage II and III disease. Patients with stage II disease have a better prognosis, on average, than patients with stage III disease, and therefore the treatment benefit will be smaller in absolute terms among patients with stage II disease. This would argue against their inclusion. However, the trial will obviously take longer to accrue any given sample size if patients with stage II disease are excluded, and therefore there may be situations in which it is preferable to include them anyway. Moreover, it may be of interest to test the benefit of the experimental treatment in both stage II and III disease, even if it takes longer to show the former than the latter. All in all, the only patients who should definitely be excluded from a clinical trial are those who are known not to benefit from therapy. At the present time, knowledge of factors that predict such lack of benefit is still quite limited, but a better identification of molecular heterogeneity will better inform the exclusion of patients in the future, which have a substantial impact on the power of clinical trials to detect real treatment benefits (11).

How many patients are required?

The number of patients included in a comparative trial, called the sample size of the trial, must be sufficient to detect a difference deemed of clinical relevance. The sample size is calculated so as to guarantee that the difference of interest, if real, will be detected with a given probability, called the statistical power of the trial. In order to calculate a sample size, the trialists need to agree on the following design parameters:

(I) The significance level, also called the “type I error rate”, denoted $\alpha$: it is the probability that the trial will show an effect of treatment when in reality the treatment does not have any effect ($\alpha$ is usually taken equal to 5% or less);

(II) The “type II error rate”, denoted $\beta$: it is the probability that the trial will fail to show an effect of treatment when in reality the treatment has an effect ($\beta$ is usually taken equal to 20% or less). The statistical power of the trial is equal to $1-\beta$ (usually equal to 80% or more);

(III) The expected outcome in the control group, which depends on the disease, endpoint, and patient selection;

(IV) The dropout rate, or the proportion of patients who drop out of the trial early;

(V) The desired outcome in the experimental group, which depends on the disease, endpoint, patient selection, and efficacy of treatment.

Saad has humorously called this the “ABCDE” of calculating a sample size, with A standing for Alpha, B for Beta, C for Control outcome, D for Dropout rate, and E for Experimental outcome (12). Software is available to calculate sample sizes for different types of endpoints, and for different values of the design parameters ABCDE (1).

Many trials in the past have ended up being inconclusive (not showing a statistically significant difference between the treatment groups) because of an insufficient sample size (and ensuing low power). In this case, a meta-analysis of all related trials would be the best way of establishing real, but small, treatment differences (13). The need for large-scale trials has been recognized since; for instance, the ATAC trial randomised over 9,000 patients for the treatment of patients with early breast cancer. Such a large sample size was needed because the goal of the trial was to show that anastrozole was non-inferior to tamoxifen in terms of disease-free survival (i.e., only a small difference between the two regimens would have been accepted if it had been against anastrozole), while being safer than tamoxifen in terms of drug-related endometrial cancer (3).

The sample size of a trial depends primarily on the difference of interest, $\delta$, as shown in Table 1. This difference may vary greatly depending on the disease and the treatment considered. For instance, the trial comparing imatinib with interferon-alpha plus cytarabine in myeloid leukaemia was planned to detect an absolute difference of 10% in 5-year progression-free survival rates (assumed to be 50% in the control arm vs. 60% in the experimental arm). In order to detect this difference, a sample size of over 1,000 patients was needed (9). In the actual trial, the benefit observed with imatinib vastly exceeded these expectations, since after

<table>
<thead>
<tr>
<th>Hazard ratio</th>
<th>Reduction in the risk of the event ($\delta$) (%)</th>
<th>Number of events</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>50</td>
<td>70</td>
</tr>
<tr>
<td>0.6</td>
<td>40</td>
<td>125</td>
</tr>
<tr>
<td>0.7</td>
<td>30</td>
<td>250</td>
</tr>
<tr>
<td>0.8</td>
<td>20</td>
<td>630</td>
</tr>
<tr>
<td>0.9</td>
<td>10</td>
<td>2,830</td>
</tr>
</tbody>
</table>

$\delta$, Delta is the difference of interest.
only 18 months, the absolute difference in progression-free survival rates was already 18% (74% in the control arm versus 92% in the experimental arm). In retrospect, such a huge treatment benefit could have been seen in far less than 1,000 patients, but the phase III trial had been planned conservatively to detect a smaller difference that would still have been of major clinical importance.

When the endpoint of interest is a time to event, such as progression-free survival or overall survival, the benefit of an experimental treatment compared to a control treatment is expressed in terms of a hazard ratio, which is equal to the risk of the event in the treatment group divided by the risk of the event in the control group. If the risk is the same in both groups, the hazard ratio is equal to 1. If the treatment reduces the risk of the event, the hazard ratio is less than 1.

The number of patients required to observe this number of events depends on the risk of the event, the duration of accrual into the trial, and the duration of follow-up. Table 1 shows the number of events required to detect given hazard ratios. The number of patients required to observe this number of events depends on the risk of the event, the duration of accrual into the trial, and the duration of follow-up.

Can the trial be stopped early?

The trial of imatinib provides an interesting example of a treatment being far more effective than anticipated. In such situations, there is an ethical imperative to stop the trial as soon as there is enough evidence that the experimental treatment is efficacious and safe. For this reason, most phase III trials now include interim analyses of efficacy. The most common class of designs plans for a sequence of interim analyses to be performed when groups of patients have reached the endpoint of interest—hence these designs are collectively called “group sequential designs” (14). The interim analyses of efficacy are carried out at pre-specified significance levels that are calculated in such a way that the overall significance level for the whole trial remains lower than the nominal level desired—say 5%. Typically, the significance levels used for the interim analyses are very small, such that an interim analysis is declared statistically significant only if an extreme treatment effect has already been demonstrated, making the continuation of the trial unnecessary and potentially unethical. It is appropriate to use extreme levels of significance to stop a trial early to safeguard against the play of chance which could cause an apparent but spurious treatment effect at one of the interim analyses.

Sometimes phase III trials must be stopped early for the opposite reason, i.e., when an interim analysis shows that the treatment has a negative effect, or no effect, or much less effect than anticipated, such that continuation of the trial would be very unlikely to result in a proof of efficacy. Here again, interim analyses must be carefully planned, e.g., using group sequential designs, and interpreted with great caution. The interim analyses are usually examined by an Independent Data Monitoring Committee (IDMC), sometimes called Data and Safety Monitoring Board (DSMB) (15). The main advantage of an independent committee is to keep investigators blinded to the interim results of the trial, thereby avoiding any bias that knowledge of interim results could create if the investigators were privy to such results, such as a change in the type of patients entered in the trial. Further information about DSMBs is provided in the paper by Wittes in this special series (16).

Are there subsets of interest?

A prognostic factor is a patient characteristic that modifies his or her prognosis: for instance, patients with a tumor nodal involvement tend to fare less well than those without such involvement. A predictive factor is a patient characteristic that modifies the effect of a treatment: for instance, breast cancer patients without hormone receptors do not benefit from tamoxifen therapy, while patients with hormone receptors do. It is obviously of interest to identify subsets of patients who do not benefit from treatment, or conversely the subset that benefits the most, but the search for subsets is a perilous statistical exercise (17). Indeed, in a clinical trial, the probability of finding a statistically significant result just by chance (if there were no real difference between the treatments being compared) is equal to α, the significance level. This level is set conventionally at 5%, which means that on average one trial in 20 will falsely claim that a difference exists when there is none (a “false positive” claim). This calculation assumes that just one comparison is performed. If multiple comparisons are performed, the probability of false positive claims is increased. Thus, if two subsets are looked at, three treatment comparisons are performed: one overall, plus one in each subset. If each of these comparisons is performed using the conventional 5% significance level, the overall significance level will be increased to more than ...
14%. If twenty subsets are looked at, the overall significance level will exceed 65%, and thus it will be more likely than not that at least one subset will show a “statistically significant” treatment effect even if there is no true difference in any of the analyses performed. This explains why inappropriate subset claims create enormous confusion in the clinical literature. Simon (18) proposed useful guidelines to assess subset results 25 years ago, but his guidelines remain just as relevant today (Table 2).

Another important consideration when interpreting subset analyses is to examine the biological plausibility of the findings. The most convincing examples are molecular alterations (such as gene mutations, translocations, amplifications, etc.) that drive the tumor process and may, as such, define subsets that clearly respond or fail to respond to treatment. Even then, however, biology may be incompletely understood and suggest a modulation of the treatment effect that may turn out not to be correct. Here again, confirmation of the hypothesis can be obtained in a randomized trial in which either an interaction test or a prospective subset analysis is planned in addition to the overall analysis.

Endpoints

How are the patients followed-up?

All patients who are randomised in a phase III trial should be followed according to the study protocol, even if they are found, after randomisation, to be ineligible or invaluable for any reason. The most reliable analysis of a trial is based on the intent-to-treat principle, which consists of considering all randomised patients, regardless of any protocol violations. In particular, patients who take other treatments or refuse any treatment have to be kept in the treatment group they were randomized to. All other forms of analysis may be biased and, as such, are less desirable from a statistical viewpoint. In an intent-to-treat analysis, the number of patients who drop out of the trial prior to the two tests (overall and in the subset). However, the trial showed the same treatment effect overall and in the subset, and it became clear after the trial was completed that while overexpression of EGFR did not increase the efficacy of erlotinib, a specific mutation of the EGFR gene did (20). This example demonstrates that most hypotheses need prospective confirmation, whether suggested by tumor biology or by unexpected statistical evidence from a clinical trial or a patient series. The ideal scenario is one in which several trials show concordant subset results, in which case a combined analysis of all available evidence may be sufficient to establish the validity of a predictive biomarker. This situation led to a change in label by the US Food and Drug Administration (FDA) to restrict usage of the two anti-EGFR monoclonal antibody drugs panitumumab (Vectibix) and cetuximab (Erbitux) to the treatment of patients with K-ras wild type metastatic colorectal cancer (21).

Table 2 Checklist to assess results from subset analyses

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-specification</td>
<td>Was subset analysis planned in protocol?</td>
</tr>
<tr>
<td></td>
<td>Were subsets defined <em>a priori</em> (especially when a continuous variable defines the subsets, e.g., age &lt;45 vs. ≥45)?</td>
</tr>
<tr>
<td>Biological plausibility</td>
<td>Was subset analysis biologically plausible?</td>
</tr>
<tr>
<td></td>
<td>Was subset analysis suggested by other prior evidence?</td>
</tr>
<tr>
<td>Strength of evidence</td>
<td>How many subsets were looked at?</td>
</tr>
<tr>
<td></td>
<td>Was there a significant treatment effect overall?</td>
</tr>
<tr>
<td></td>
<td>Were the subset results so unusually extreme as to rule out chance?</td>
</tr>
<tr>
<td>Reproducibility</td>
<td>Were the subset results seen consistently on the primary and secondary endpoints?</td>
</tr>
<tr>
<td></td>
<td>Was there any attempt to validate the results (with other prospective series or even with historical data)?</td>
</tr>
</tbody>
</table>
reaching the endpoint of primary interest should be kept to an absolute minimum.

A phase III trial protocol should be precise and detailed, but it should not attempt to provide exhaustive guidelines for all aspects of patient management, since many of the routine examinations and procedures that would be performed outside of the clinical trial contribute no useful information to the endpoints of the trial. Likewise, in a phase III trial, it is generally undesirable to submit the patients to a more thorough or precise follow-up than what they would receive in routine clinical practice, so long as the endpoints of interest are assessed reliably.

Follow-up should be identical in thoroughness and frequency in the various treatment groups. For instance, seeing experimental arm patients more frequently than control arm patients could bias the assessment of disease-free interval, because recurrences would be detected earlier in the experimental group. Softer endpoints, such as disease recurrence, are more subject to bias than harder endpoints, such as death. For instance, if an untreated control group is compared to a treatment group, there may be pressure to scrutinize the untreated patients much more thoroughly than the treated ones in order to identify and treat disease recurrences as early as possible. When end-points are subjective, they should ideally be assessed blindly, i.e., by investigators not aware of the treatment actually received, but this practice has limited applicability in clinical trials of treatments with noticeable side-effects and toxicities.

Table 3 Pros and cons of different endpoints used to assess therapies for advanced solid tumors

<table>
<thead>
<tr>
<th>Endpoint</th>
<th>Pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tumor response</td>
<td>• Measured early (weeks to months)</td>
<td>• Responses infrequent</td>
</tr>
<tr>
<td></td>
<td>• Measured easily</td>
<td>• Insensitive to disease stabilizations (cytostatics)</td>
</tr>
<tr>
<td></td>
<td>• Reflects biological activity</td>
<td>• Assessment prone to error and/or bias if not reviewed</td>
</tr>
<tr>
<td></td>
<td>• Assessment can be reviewed blindly by expert committee</td>
<td>• Disease not always measurable</td>
</tr>
<tr>
<td></td>
<td>• Closely related to quality of life</td>
<td>• Limited impact on survival</td>
</tr>
<tr>
<td>Time to progression</td>
<td>• Reflects control of disease process</td>
<td>• Assessment subjective</td>
</tr>
<tr>
<td></td>
<td>• Unaffected by competing risks of death</td>
<td>• Assessment potentially biased to allow for change in therapy</td>
</tr>
<tr>
<td></td>
<td>• Very sensitive to differences in treatment efficacy</td>
<td>• Assessment can be reviewed only after changes in therapy</td>
</tr>
<tr>
<td></td>
<td>• Possible impact on survival</td>
<td></td>
</tr>
<tr>
<td>Survival</td>
<td>• Most meaningful</td>
<td>• Hard to affect, therefore large sample sizes needed</td>
</tr>
<tr>
<td></td>
<td>• Most objective</td>
<td>• Measured late (months to years)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Affected by second-line treatments</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Affected by competing risks</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Insensitive to short-term benefits</td>
</tr>
</tbody>
</table>

What are the endpoints of interest?

The ideal endpoint for a phase III trial is one that is important to the patient, observed soon after treatment inception, clinically meaningful, statistically sensitive to treatment effects, and measured objectively and without bias. If such an endpoint existed, it could always serve as the primary endpoint of randomised trials (the primary endpoint is that used to calculate the sample size, and to determine whether the trial shows a significant effect of treatment or not). Unfortunately, in general, no single endpoint fulfils all these desirable conditions. This is illustrated by the endpoints commonly used in advanced cancer: response to treatment (tumor shrinkage), time to disease progression, and overall survival (Table 3). Endpoints based on tumor measurements are usually defined using a set of standardized criteria known as Response Evaluation Criteria in Solid Tumours (RECIST) (22).

In general, response to treatment (tumor shrinkage) is insufficient per se to establish patient benefit, time to disease progression is hard to measure objectively, and survival is insensitive to true treatment differences (23). Usually, therefore, all of these endpoints are generally analysed and the totality of the evidence is taken into account to support claims of treatment benefit. Whenever possible, attempts are
also made to measure the patient’s quality of life, or at least some aspects of symptom-related quality of life. In some advanced forms of cancer (e.g., pancreas), “clinical benefit” has been quantified using scales that combine performance status, weight loss and use of analgesics. Changes on such clinical benefit scales constitute meaningful outcomes to the patients and may be quite sensitive to real treatment effects. As such, they seem useful and often more relevant than general-purpose quality of life questionnaires that do not specifically reflect the effects of treatment.

In some situations, biomarkers are also available to follow the disease status, such as prostate-specific antigen (PSA) and circulating tumor cells (CTC) in patients with prostate cancer. An issue of major interest is the identification of surrogate endpoints based on these tumor-related markers, which, if valid, would allow trialists to replace a distant endpoint (such as the patient’s death) by endpoints or markers that are observed earlier in the course of the disease (such as sustained changes in a set of markers). For a surrogate endpoint to be valid, two conditions should be fulfilled: first, the surrogate endpoint must be predictive of the true endpoint for individual patients, and second, the treatment effect on the surrogate endpoint must be predictive of the treatment effect on the true endpoint for groups of patients (24). Unfortunately, few endpoints or markers qualify as valid surrogates for the clinical endpoints of interest in advanced disease (25). For instance, in advanced colorectal cancer, tumor response is highly predictive of longer survival in individual patients, but the effects of treatment on tumor response do not reliably predict the effects of treatment on survival (26). Hence, even if an experimental treatment induced higher response

rates in advanced colorectal cancer, its effect on survival would remain elusive. Likewise, in prostate cancer, changes in PSA predict the course of the disease and eventually the patient survival, but the effects of treatment on PSA changes have not shown to be predictive of the effects of treatment on survival (27). The discovery of markers that reflect relevant biological mechanisms at the tumor level will undoubtedly make the search for surrogate markers more promising in the future. Until such time, some endpoints measured earlier than death (such as disease-free survival in the adjuvant setting) have been shown to be excellent surrogates for survival (28).

**How are the endpoints compared?**

The choice of an appropriate method of statistical analysis is crucial for any trial, in particular for phase III trials. This choice is fairly standardized, however, depending on the type of endpoint that is used to assess treatment benefit. Table 4 shows commonly used methods of analysis for normal, binary, or time-to-event endpoints. These methods are available in all standard statistical analysis packages.

**How is the treatment effect expressed?**

It is also essential, when reporting the results of a phase III clinical trial, to choose a scale on which the treatment effect is expressed. We noted above that when the endpoint of interest is a time to event, the treatment effect is usually expressed as a hazard ratio, but other scales are available to measure the treatment effect, such as the difference between the median time-to-event endpoints between the arms or
the difference between the percentage of patients who have had the event at a given time point.

Different scales to measure the treatment effect have their respective pros and cons. Let us illustrate the choice of a scale on a simple example in which the endpoint of interest is an untoward event, and the purpose of a trial is to reduce the incidence of this event from 50% in the control group to some lower percentage in the treated group (Table 5).

The most commonly used measures of treatment effect are shown in Table 5:

- The absolute risk difference is equal to the difference in the risks of the event in the two treatment groups: in our example, 0.45–0.50=–0.05, i.e., an absolute risk reduction of 5%;
- The relative risk or risk ratio is equal to the ratio of the risks of the event in the two treatment groups: in our example, 0.45/0.50=0.90, i.e., a relative risk reduction of 10% (=1–0.90);
- The odds ratio is equal to the ratio of the odds of the event in the two treatment groups: in our example, (0.45/0.55)/(0.50/0.50)=0.82, i.e., an odds reduction of 18% (=1–0.82);
- The number needed to treat is equal to the inverse of the absolute risk difference: in our example, 1/0.05=20, i.e., on average 20 patients must be treated for one event to be avoided (which should not be taken as meaning that 19 patients out of 20 do not benefit!).

Note from Table 5 that the odds reduction is larger than the risk reduction, which in turn is larger than the absolute risk reduction. This is not a feature of the particular figures chosen in Table 5, it is a general feature that holds true for any treatment effect (other than zero). This fact should be kept in mind when reading a paper, and more importantly when comparing the results of different papers, since these may be expressed on different scales. It has been shown that the same therapeutic benefit may lead to different prescription patterns depending on the scale used to express it, because any benefit seems more impressive when expressed in relative, rather than absolute, terms (29).

Closing thoughts

There is currently far too much emphasis on the administrative tasks required to conduct a trial, and far too little on the trial design itself. Yet a poorly designed trial is likely to fail to answer the question it addresses. The present paper covers basic considerations in trial design; other articles in this volume cover more advanced features such as adaptive and biomarker-based trial designs. While these are increasingly important in personalized medicine, simple randomized trials will continue to serve clinical research well. In addition, each of the statistical principles discussed in this paper may be directly translated without modification to more sophisticated designs.
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